
A
Addition rules, 95–97
Additive factors, 450
Additive transformation,

70–71
“Age-adjusted” mean, 457
Alanine aminotransferase

(ALT), 38
Alternative hypothesis, 223,

224, 278
directional, 251, 382

Analysis of covariance,
536–38

Analysis of variance
(ANOVA), 415

applicability of methods,
433–36

basic one-way, 418
“between-groups,” 425
conditions verification, 433
factorial, 449–55
fundamental relationship,

423
global F test, 468
graphical perspective,

417–18
group effect, 428–29
model, 427
notation, 421–22
null hypothesis, 427
one-way, 418–19
pooled standard deviation,

420–21
population SDs equality,

434–35
quantities with formulas,

426
standard conditions, 433
table, 425
two-way, 449–55
within-groups, 425

variation measure, 420
Anecdote, 7, 181
ANOVA, See Analysis of

variance (ANOVA)
Anterior commissure (AC),

8
Arithmetic mean, See Mean

B
Bar chart, 28

distributions visual
impression, 386

stacked, 54
Bayesian view, 281
Bias, 20

nonresponse, 22
panel, 13
sampling, 20
selection, 75

Biased sample, 16
Bimodality, 35
Binomial coefficient,

110–11, 567–68
Binomial distribution,

107–8, 338, 566–67
application to sampling,

114
binomial coefficient,

110–11
fitting to data, 116–18
formula, 110
illustration, 108–10
independent-trials model,

108
mean and standard

deviation, 114, 569
normal approximation,

162, 163
Binomial random variable,

109
Bivariate frequency table, 52
Bivariate random sampling

model, 485–86, 520
Blinding, 11
Blocking, 440, See also

Randomized blocks
design, one-way 

agricultural field study,
440, 441

randomization procedure,
440

Bonferroni method, 470–71
advantage, 473
Bonferroni adjustment,

470
Boxplots, 45, 47, 55

IQR, 46–47
modified, 50–51
quartiles, 45–46

C
Categorical data:

chi-square goodness-of-fit
test, 348–50, 352

chi-square statistic,
350–51

chi-square distribution,
352–54

compound hypotheses, 354
confidence interval:

one-sided, 344
planning study, 345–46
for population

proportion, 341–42, 343
confidence levels, 347
dichotomous variables:

directional alternative,
356–57

directional conclusion,
355

inference methods
summary, 359

univariate summaries, 52
Wilson-adjusted sample

proportion, 336–37
dependence on sample

size, 339–40
relationship to statistical

inference, 339
sampling distribution,

337–39
standard error (SE), 342

Categorical variable, 26
Central Limit Theorem, 151,

153, 159, 343
and normal approximation

to binomial
distribution, 572

Chance error due to
sampling, 20

Chance operation, 85, 108,
147

coin tossing, 85, 86–87
tossing die, 102

Chi-square (x2) distribution,
352

Chi-square goodness-of-fit
test, 348, 352

chi-square statistic, 350,
351

compound null hypothesis,
354

bar charts, 350
dichotomous variables, 355

directional alternative,
356–57

directional conclusion,
355

Chi-square test, 350, 365
features, 354
Fisher’s exact test, 381
r × k contingency table, 387
2 × 2 contingency table,

365–66, 368
Classes, 32
Cluster sample, 18
Coding, 69
Coefficient of

determination, 501–2
Coefficient of variation, 63
Comparisonwise Type I

error rate, 465
Compound null hypothesis,

354
Concordant pairs, 398
Conditional distributions,

505, 507
Conditional populations, 505
Confidence interval, 181,

302–3, 459–60, 578–79
one-sided, 185
population means, 177

conditions for validity,
194–96

condition verification,
196–97

critical value
determination, 179

invisible man analogy,
177–78

student’s t distributions,
178–79

student’s t method
condition, 196

population means
difference, 206

conditions for validity,
210

confidence interval
construction, 206–10

degrees of freedom
calculation, 206

population proportions,
341–46
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95% confidence interval
for p, 342–44

other confidence levels,
344–45

planning a study to
estimate p, 345–46

standard error of , 342
and randomness, 181
relationship, 184
Wilson interval, 343

Confounding, 246–47
Conjugated equine estrogen

(CEE), 183
Contagion, 114–15
Contingency tables, 364
Continuity correction,

164–66
Continuous variable, 27
Contrasts, 457

interaction assessment,
461–62

Control groups, 12–13
Conventional medical

therapy (CMT), 381
Correlation analysis, 480
Correlation coefficient, 482,

484, 542
bivariate random sampling

model, 485–86
confidence interval:

for population
correlation, 487

correlation and causation,
488

alga reproduction,
488–89

formula, 484
inference, 486
interpretation, 485–86

population correlation,
485

sample correlation, 485
linear association strength

measurement, 482
null hypothesis, 486
significant, 489

Creatine phosphokinase
(CK), 32

Curvilinear regression, 535

D
Data analysis, 552, See

Exploratory data
analysis

Degrees of freedom (df), 62,
178, 181

denominator, 429
numerator, 429
within groups (df(within)),

422
between groups

(df(between)), 423
Density curves, 100

continuum paradox, 101
interpretation, 100
probabilities, 101

Density function, 124
Density scale, 100
Descriptive statistics, 40

mean, 41
median, 40
robustance, 42

df, See Degrees of freedom
(df)

df(between), 423
df(total), 425
df(within), 422
Dichotomous variables, 355
Directional alternative

hypothesis, 251, 356–57,
368

chi-square goodness-of-fit
test, 356

nondirectional alternatives
versus, 254–56

rules, 257
in sign test, 318
in Wilcoxon signed-rank

test, 323
in Wilcoxon-Mann-

Whitney test, 285–86
Discordant pairs, 398
Discrete variable, 27
Dispersion measures, 59

comparison, 66
range, 59
standard deviation, 60
variation coefficient, 63
visualization, 63

Distributions shapes, 35, 36
bimodality, 35
unimodal, 35

Distribution-free test, 282
Dotplots, 30
Double replacement, 147
Double-blind experiment,

11

E
Effect size, 262–63
Empirical rule, 65–66
Error probabilities

interpretation, 280

medical testing analysis,
280

hypothetical results, 281
probability tree, 281

Expected frequencies, 351
in chi-square test, 387
in contingency table, 367

Experiment, 9, 242, 243
Experimentwise Type I error

rate, 465
Explanatory variable, 242
Exploratory data analysis,

552
Extracorporeal membrane

oxygenation (ECMO),
381

Extrapolation, 509

F
F distributions, 429

parameters, 429
shapes, 35–37

F test, global, 429
F distributions, 429
F statistic, 430
and t test, 431

Factors, 449
Fences, 49
Finite population correction

factor, 151
Fisher transformation,

487–88
Fisher’s exact test, 381

comparison to chi-square
test, 383

alternative hypothesis,
382–83

binomial coefficient, 382
nondirectional alternatives

and, 383–84
Fisher’s LSD, 465

experimentwise Type I
error rate, 468

formula for computation,
467–68

intermediate
computations, 467

Fitted regression line, 482,
492, 542

determination coefficient,
501–2

equation, 496
least-squares criterion, 499
least-squares formulas,

580–81
least-squares regression

line, 496

line of averages, 496
residual standard

deviation, 500
residual sum of squares,

498
SD Line, 493

Fitted value, 435
Five number summary, 47
Food and Drug

Administration (FDA),
227

Forced vital capacity (FVC),
456, 459

Frequency, 28
Frequency distributions, 28

grouped, 32, 33
infant mortality, 30
linear transformation

effect, 69–70
tails of, 33

Frequency interpretation of
probability, 86–88

Frequentist view, 281

G
Gibberellic acid (GA), 552
Goodness-of-fit test, 350,

352
Grand mean, 419, 420

drawback, 458
Graph of averages, 497
Grouped frequency

distributions, 32

H
Heat shock protein (HSP),

557
Hierarchical structure, 190
High-level residential care

(HLRC), 394
Histogram, 30, See also Bar

chart
areas interpretation, 34
CK distribution, 35
relative frequency, 99
SD estimation, 65–66

Historical controls, 13
Honest Significant

Difference (HSD), 472
Hypothesis:

alternative, 223
null, 223
statistical test, 224
testing, 223

error occurrence
situations, 239

p
'
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randomization test,
219–21

t test, 221, 223
Type I error, 238–39, 240
Type II error, 239, 240

I
Incomplete blocks design,

438
Indefinitely extended

regions area, 570–71
Independent samples mean

comparison, 414
ANOVA, 415

two-way, 449
experimental designs, 475
global approach

advantages, 475
global F test, 429
linear combinations, 456
multiple comparisons, 464
nonparametric approaches,

475
organic methods treatment

efficiency, 414
randomized blocks design,

437, 441, 444
ranking and selection, 476
t test limitations, 416

multiple comparisons
problem, 416–17

standard deviation
estimation, 417

structure in groups, 417
Independent-trials model,

108
Indicator variable, 532
Inference, 543

conditions, 519–20
correlation, 486
for proportions, 348
statistical, 73

Inference methods, 550
flowchart, 551, 552

Influential point, 518
effect in correlation

coefficient, 519
Interaction, 451, 462
Interaction graph, 451
Interpolation, 509
Interpretation of density,

100
Interpretation of the

definition of s, 61–63
Interquartile range (IQR),

46, 59, 63, 66
Intersection, 95

IQR, See Interquartile range
(IQR)

J
Jowett, Geoff, 177

L
Lactate dehydrogenase

(LD), 261
Least significant difference

(LSD), 465
Least-squares, See Fitted

regression line
Least-squares criterion, 499,

535
Least-squares formula,

580–81
Least-squares regression

line, 496
Levels, factor, 453
Leverage points, 518
Linear combinations, 457

for adjustment, 457
“age-adjusted” mean,

458
confidence intervals, 459
contrasts, 458

to assess interaction, 461
chromosomal

aberrations, 462
standard error (SE), 458
t tests, 460

Linear model, 506, 532
estimation, 508
interpolation in, 509
prediction and, 510

Linear regression and
correlation analysis,
480–549

analysis of covariance,
536–38

bivariate random sampling
model, 485

coefficient of
determination, 501–2

correlation coefficient,
482–89

confidence interval for r,
487–88

defined, 482
formulas, 542
significant, use of term,

489
statistical inference

concerning correlation,
511–15

examples of, 482, 485–87,
488–89

fitted regression line,
492–502

equation of the
regression line, 496

formulas, 542
least-squares criterion,

499
least-squares line, 499
regression line, 496–97
residual standard

deviation, 500–01
residual sum of squares,

498–99
inference formulas, 543
interpretation guidelines,

516–25
conditions for inference,

519–20
correlation and

causation, 488
design conditions, 513,

519
inadequate descriptions

of data set, 516–19
linear model and

normality condition,
522

parameter conditions,
520

population distribution
conditions, 520

residual plots, 522–23
sampling conditions,

519–21
transformations, use of,

524–25
linear model, 505–10

conditional distributions,
505

conditional populations,
505

constancy of standard
deviation, 506

defined, 506–8
estimation of, 508
graph of averages, 496–97
interpolation in, 509–10
linearity, 506
and prediction, 510
random subsampling

model, 508
logistic regression, 538–42
nonparametric and robust

regression and
correlation, 536

regression and the t test,
531–35

statistical inference
concerning , 511–15

confidence interval for
513

standard error of 
511–13

testing the hypothesis,
513–15

summary of formulas,
542–43

Linear transformations, 68
coding, 69
effect, 70
frequency distribution,

69–70
Logistic regression, 538, 539
Logistic response function,

540
Low-level residential care

(LLRC), 394

M
Main effect, 451
Mann-Whitney test,

See Wilcoxon-Mann-
Whitney test

Matched-pair designs, 310
m-chlorophenylpiperazine

(mCPP), 303
McNemar’s test, 399

chi-square distribution,
399

HIV transmission to
children analysis,
399–400

Mean, 41, 103–4
deviations, 42
median versus, 43

Mean comparisons, 199
notation, 199–200
observational studies,

246–48
pooled standard error, 203

standard deviation (SD),
204

vital capacity calculation,
203–4

standard error (SE):
tonsillectomy

experiment, 202–3
of two sample means

difference, 200
Mean square between

groups (MS(between)),
422

b1 ,
�1,

�1
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Mean square within groups
(MS(within)), 422

Mean squares for blocks
(MS(blocks)), 443, 444

Measurement error, 123
Measures of dispersion,

59–67
coefficient of variation,

63
comparison of, 66–67
interpretation of the

definition of s, 61–63
range, 59–60
standard deviation (SD),

60–61
estimating from a

histogram, 65–66
visualizing, 63–65

Median, 40, 42
distribution, 45–46
mean versus, 43–44
sample, 78
visualization, 43

Meta-study, 146
sampling distribution

visualization, 150
for t test, 237

Missing data, 23
Mode, 33
Modified boxplot, 50–51
Monoamine oxidase

(MAO), 4, 174, 431
MS(between), 422
MS(blocks), 443, 444
MS(within), 422
Multiple comparisons, 464,

475
Bonferroni method, 470
conditions for validity,

472–73
experimentwise versus

comparisonwise error,
465

Fisher’s LSD, 465
problem, 416
Tukey’s HSD, 472

Multiple regression and
correlation, 535

Multiplication rules, 97–98
Multiplicative

transformation, 69
Myocardial blood flow

(MBF), 299

N
Nondirectional alternative,

250

Nonlinear transformations,
71–72

Nonnormal data,
transformations for, 552

Nonparametric methods,
552

Nonparametric test, 282
Nonresponse bias, 22
Nonsampling error, 22, See

also Sampling error
nonresponse bias, 22

Nonsimple random
sampling methods, 18

stratified random sample,
18

Normal approximation to
the binomial
distribution, 162–66

Normal curve, 121, 124
areas, 125

determination, 127–29
standardized scale,

125–27
density function, 124
inverse reading, 129–31
with mean and SD, 124

Normal distribution, 121
measurement error, 123

Normal probability plot,
134–36, 137

Normality assessment, 132
decision making, 136–38
normal probability plots,

134
functionality, 134–35

transformation for
nonnormal data, 138–39

Null distribution, 277, 278
of chi-square distribution,

352
for sign test, 318
test statistic, 316
Wilcoxon-Mann-Whitney,

287
Null hypothesis, 223, 369,

See also Alternative
hypothesis

global, 417–18
Numeric variable, 27

O
Observational studies, 8,

242, 243, 310
confounding, 246–47
difficulties, 244–45
experimental studies

versus, 243–44

spurious association,
247–48

Observational units, 27
nested, 190–91
notation, 27

Observed frequency, 351
Odds ratio, 402, 403

advantage, 403–5
case-control design, 405–6
confidence interval, 406–7
standard error (SE), 407,

408
One-sided confidence

intervals, 344
One-tailed t tests, 250, 256

directional alternative
hypotheses, 251

nondirectional
alternatives versus,
254–56

rule, 256–57
test procedure, 251–52

P-value, 252
Ordinal variable, 26
Outliers, 48, 518

lower fence, 49
radish growth in light,

49–50
upper fence, 49

P
Paired design, 299, 310

data analysis, 314
examples of, 310–12
experiments with unit

pairs, 310
limitations, 326–30
purposes of pairing, 312–13
randomized, completely

randomized design
versus, 313–14

repeated measurements,
311

Paired samples comparisons:
analyzing differences,

300–301
confidence interval, 302–3

dotplot of differences, 304
parallel dotplots, 305
standard error (SE), 304,

305
ignoring pairing result, 303
student’s t analysis:

conditions for validity,
306

formulas, 307
Panel bias, 13

Parameter, 40fn, 76, 79
Placebo, 10
Pooled standard deviation,

420–21
df(within), 422
MS(between), 422
MS(within), 422
SS(within), 422

Pooled variance, 203,
421–22, 532

Population, 15, 75
categorical variable, 76–77
correlation, 485
description, 76
mean, 78
parameter, 76
SD, 78
tobacco leaves, 78

Population distributions, 195
conditional, 505
conditions, 196
of differences, 306
distributed variable, 152
mean, 155
standard deviation, 155

Population mean estimation,
187

standard error (SE), 188
Positron emission

tomography (PET),
299fn

Power, 240–41, 267
calculation, 574–75
dependence on (m1-m2),

268
normal distributions, 269
planning study, 269

dependence on n, 268
dependence on a, 267
dependence on s, 267–68

Precision in prediction, 527
confidence and prediction

intervals, 528–29
intervals computation, 529

Prediction, 543
Probability, 84

chance operation, 85
coin tossing experiment,

85
combination, 90
conditional, 365–66
frequency interpretation,

86
rules, 94

addition, 95–97
basic, 94–95
multiplication, 97–98
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Probability tree, 88
P-value, 226, 227

Q
Quartiles, 45

R
r × k contingency table, 385

chi-square test, 387
conditions for validity,

391
expected frequencies, 387
power considerations,

394
design conditions

verification, 392
contexts, 388–89

Random cluster sample, 18
Random sample, 20, 145

selection procedure, 17
simple, 16
stratified, 19

Random sampling, 15
biased sample, 16
employing randomness, 17
nonsimple methods, 18
population, 15
practical concerns, 18
random sample selection,

17
samples, 15, 16
sampling bias, 20
sampling error, 20
simple random sample, 16

Random subsampling
model, 486, 508, 520

Random variable, 102
binomial, 107–8, 109

distribution formula, 100
mean, 114
standard deviation (SD),

114
continuous, 103
discrete, 103

mean, 103–4
variance, 104–5

rules, 105–6
Randomization distribution,

248–49
Randomization test, 218–21,

289
Randomized blocks

ANOVA model, 441
visualizing block effects,

442
Randomized blocks design,

one-way, 437

randomized complete
block F test, 444

within-subject blocking,
439

df(blocks), 445
mean squares between

blocks, 444
SS(blocks), 445

Range, 59–60
Regression and correlation:

analysis of covariance,
536

curvilinear relationship
with X, 517

inadequate description
causes, 516–17

inference conditions,
519–20

interpretation, 516
least squares extensions,

535
linear model and normality

condition, 522
logistic regression, 538
nonparametric and robust,

536
residual plots, 522
sampling conditions

guidelines, 520
t test, 531
transformations use,

524
X and Y labeling, 522

Regression line, 57
Regression parametric

interpretation:
conditional distributions,

505
conditional populations,

505
linear model, 506

interpolation in, 509
prediction and, 510

random subsampling
model, 508

Relative frequency, 31
cumulative, 87
histogram, 99
stacked, 54

Relative risk, 401–08
Research hypothesis, See

Alternative hypothesis
Residual, 434, 436, 442

plots, 522, 523, 526, 527
standard deviation, 500

Residual sum of squares
(SS(resid)), 498

Response variable, 242,
437fn

Robustance, 42–43

S
Sample correlation, 485
Sample mean, 41, 149

sampling distribution,
149–50, 151, 156

Central Limit Theorem,
153

dependence on sample
size, 153–54

shape, 151
standard deviation, 150,

151, 155
Sample space, 95
Samples, 15
Sampling bias, 20
Sampling distribution, 145,

147, See also Sampling
variability

and data analysis, 212–13
relationship to statistical

inference, 148, 149
sample mean, 149–50, 152
sample proportion, 337–38

Sampling error, 20, 145, See
also Nonsampling error

magnitude, 396
Sampling frame, 17
Sampling variability, 145,

147, See also Probability
aspects, 156
meta-study, 146

Satterthwaite’s method, 206fn
Scatterplot, 56
Score confidence interval, 578
SD, See Standard deviation

(SD)
SD line, 493–95
SE, See Standard error (SE)
Shape characteristics, 35
Shapiro–Wilk test, 139–40
Side-by-side boxplots, 55
Sign test, 315, 325, See also t

test
applicability, 319–20
bracketing P-value, 318
critical value calculation, 319
directional alternative, 318
null distribution, 318–19

critical values, 317
finding P-value, 316, 317
survival times, 316

treatment of zeros, 318
Significance level, 227

Significant difference, 261,
489

Significant digits, 573
Simple random sample, 16
Skewed to the right, 33
Skewness:

effect, 43
moderate, 274

Soil respiration, 282–83,
284–85

Spurious association:
SS(between), 423
SS(resid), 498
SS(total), 424
SS(within), 422
Stacked bar charts, 54
Stacked relative frequency,

54
Standard deviation (SD), 60,

172
empirical rule, 65
estimation from histogram,

65
interpretation, 61
visualization, 64

Standard error (SE), 171–72
linear combination, 458–59

groups of people, 176
regression parameter, 511

structure, 512
standard deviation (SD)

versus, 172
Wilson-adjusted sample

proportion, 342
Standard error of the mean,

172
Standard normal, 125
Standardized scale, 125
Statistic(s), 1, 26, 40, 76, 79

chi-square, 350–51, 366–67
computer, 7
descriptive, 40–44
t statistic, 224–25

Statistical estimation, 170
mean, 170, 171
notation, 171
standard deviation, 170,

171
Statistical inference, 73, 170

concerning b1, 511
confidence interval, 513
implications for design,

513
null hypothesis

formulation, 513–14
standard error (SE), 511

population, 75
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Statistical significance
interpretation:

confidence intervals, 263–65
effect size, 262–63
significant difference

versus important
difference, 260–62

Strata, 19
Stratified random sample, 18
Student’s t distribution,

178–79
conditions, 273
conditions verification,

273–74
inappropriate use

consequences, 274
t test mechanics summary,

276–77
Studentized range

distribution, 472
Sum of squares between

groups (SS(between)),
423

Sum of squares within
groups (SS(within)),
422

T
t test, 221, 223, 460, See also

Sign test
alternative hypothesis, 223,

278
conditions, 273–274
meta-study for, 237
null hypothesis, 223–24,

278
power, 240–41
P-value, 226, 277–78, 279

conservative, 229–30
determination, 229
drawing conclusions,

227–29
interpretation, 236–38,

280–81
significance level versus,

238
two-tailed, 226

reporting results, 230–31
t statistic, 224–26
test and confidence

interval relationship,
234–35

Test for association, See Chi-
square test

Test of hypothesis, 224
Test of independence, See

Chi-square test
Test statistic, 224–25
Therapeutic touch (TT),

558–59
Total degrees of freedom

(df(total)), 425
Total sum of squares

(SS(total)), 424
Transformations, 524

effect of, 68–72
linear, 68–71

coding, 69
effect on frequency

distribution, 69–71
multiplicative, 69
nonlinear, 71–72

Tukey’s Honest Significant
Difference (HSD), 472

2 × 2 contingency tables,
364, See also r × k
contingency table 

chi-square statistic, 366
expected frequencies, 367
observed frequencies, 366

chi-square test, 365
conditional probability,

365
confidence interval,

395–97
null hypothesis, 365–66
relationship to test, 397

computational notes, 369
contexts, 373
facts about rows and

columns, 376–77
independence and

association, 373
odds ratio, 402, 403–8
paired data, 398

HIV transmission,
398–99

McNemar’s test, 399–400
relative risk, 401, 402
test procedure, 367–68
verbal description of

association, 377
Two sample t-test, 554
Two-tailed t test, 250

Type I error, 239, 416, 475
consequences analysis,

239–40
risk, 281

Type I error rate,
experimentwise, 465,
472

Type II error, 239
consequences analysis,

239–40
probability, 240
risk, 281

U
Unimodality, 35
Univariate summary, 52

V
Variable(s), 26

categorical, 26
continuous, 27
dichotomous, 355
discrete, 27
notation, 27
numeric, 27
ordinal, 26
random, 102–3
relationships:

categorical–categorical
relationships, 52

numeric–categorical
relationships, 55

numeric–numeric
relationships, 56

transformation effect, 68
additive transformation,

70–71
linear transformations, 68
multiplicative

transformation, 69
Variance:

model analysis, 427–28
one-way analysis, 418–19
random variable, 104

Variation sources, 38
serum ALT, 38

Venn diagram, 95

W
Wald confidence interval,

578
Welch’s method, 206fn

Wilcoxon signed-rank test,
321–22, See also
Wilcoxon-Mann-
Whitney test

applicability, 324–25
bracketing P-value, 323
directional alternative, 323

absolute value
calculation, 322

critical values, 323
signed ranks, 323

treatment of ties, 324
treatment of zeros, 324

Wilcoxon-Mann-Whitney
test, 274, 282, 576–77,
See also Wilcoxon
signed-rank test

applicability, 283–84
conditions, 288
data arrays, 286
directional alternative,

285–86
directionality, 285
null distributions, 287
P-values, 288
randomization test versus,

289
rationale, 286
statement of H 0 and HA,

282–83
statistic calculations, 284–85
t test versus, 288–89

Wilson-adjusted sample
proportion, 336–37

confidence interval, 341–43
one-sided, 344

confidence levels, 347
dependence on sample

size, 339–40
planning study:

to estimate p, 345
in ignorance, 345–46

relationship to statistical
inference, 339

sampling distribution,
337–39

standard error (SE) for, 342
Wilson confidence interval,

578–579

X
X2 distribution, 352
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Abortion funding, 22
Acne, treatment of, 329
Adenoisine triphosphate

(ATP), and flooding, 3
Agricultural field study, 439,

440, 441
Alanine aminotransferase

(ALT), 38
Albinism, 108, 109
Alcohol and MOPEG, 75–76
Alfalfa and acid rain,

437–38, 441, 445, 446
Alga, reproduction of,

488–89
Amphetamine and food

consumption, 480–81,
497, 502, 505–6, 507, 510

Anthrax, vaccine for, 2
Arsenic in Rice, 481–82,

493–94, 495, 496, 499,
500, 501, 502, 509, 529

Aspirin, and heart attacks,
408

Asthma, bronchial, 10
Autism, 10

Bacteria and cancer, 2
Bacterial growth, 147
Beef steers growth, 520
Biofeedback and blood

pressure, 326–27
Birthweight and smoking,

246–47
Blocking by litter, 438
Blocking in an agricultural

field study, 439, 440, 441
Blood flow, 299, 301, 302–3
Blood glucose, 99, 100, 101
Blood pressure, 46, 59

and biofeedback, 326–27
and platelet calcium,

486–87, 488, 514–15,
534–35

and serum cholesterol, 536
Blood type, 74, 75, 94–95, 97,

113, 114
Body size and energy

expenditure, 6
Body temperature, 69, 70
Body weight, 261–62, 263,

264
Bone mineral density, 183

Brain weight, 37
Breast cancer, 343–44
Bronchial asthma, 10
Butterfly wings, 170–71, 172,

179, 180, 188
Butterfly thorax weight,

208–10

Cancer:
and bacteria, 2–3
breast, 343–44
esophageal, 538–41
and hair dye, 251
lung, 77

and smoking, 310, 401,
402, 403–4, 405, 406, 407

Canine anatomy, 190–91
Caterpillar head size, 536–37
Cattle, daily gain, 64
Cats, mutants, 108, 111
Cell firing times, 37
Chemotherapy and THC,

320
Chickenpox, 114–115
Chromosomal aberrations,

462
Chromosome puffs, 557–58
Cigarette Smoking, 243–44
Chrysanthemum growth,

60–61, 62, 63
Clofibrate, 12
Coin tossing, 85, 86, 89–90,

97
Color:

of hair and eye, 95, 96, 97,
373, 374, 377–78, 388–89

of poinsettias, 28, 31–32
Common cold, 12–13
Contaminated soda, 336,

337, 338, 339–40
Coronary artery disease,

13–14
Crabs, sand, 19–20
Crawfish length, 235–36
Creatine phosphokinase

(CK), 32–33, 35
Crickets, singing times, 43, 72

Daily gain of cattle, 64
Damselflies, 562
Deafness and lightning, 7

Deer habitat and fire, 348,
349–50, 351, 353, 354,
355

Dice, 102, 104, 105
Dogs, toxicity in, 9

ECMO, 344, 381, 382, 383
E. Coli watersheld

contamination, 53
Eggplant fertilizer, 310,

313–14
Eggshell thickness, 122, 181
Energy expenditure and

body size 6
Esophageal cancer, 538–41
Estrogen and steroids,

561–62
Exercise and serum

triglycerides, 311
Eye color and hair color, 95,

96, 97, 373, 374, 377–78,
388–89

Eye facets, 159

False positives, 93
Family size, 103
Fast plants, 206–8, 227–28,

229–30
Feet to inches, 106
Fertilizers for eggplants, 310,

313–14
Fire and deer habitat, 348,

349–50, 351, 353, 354,
355

Fish, lengths of, 20, 127–28,
130–31

Fish vertebrae, 103, 104
Flax seeds, 353
Flexibility, 218, 219–20
Flooding and ATP, 3
Flower pollination, 393
Flu shots, 384
Food choice by insect larvae,

5–6, 392
Forced vital capacity (FVC),

456–57, 459
Fruitflies, sampling, 85,

87–88, 91, 112
Fungus resistance in corn, 21

Germination of spores,
191–93

Gibberellic acid, 552–54
Girls’ height and weight, 63
Growth of beef steers, 520
Growth of chrysanthemums,

60–61, 62, 63
Growth of radishes, 48, 55

in light, 49
Growth of soybeans, 449,

450, 454, 458, 459, 461,
524–25

Growth of viruses, 311, 317
Growth of lentils, 138–39,

140

Hair color and eye color,
95, 96, 97, 373, 374,
377–78, 388–89

Hair dye and cancer, 251
Hand size, 98
Harvest Moon Festival,

356–57
Headache pain, 248

migraine, 363–64, 365, 366,
367, 368, 369, 396–97

Heart attacks and aspirin,
408

Health and marriage, 9
Height and weight

of girls, 63
of young men, 506, 507–8,

522
Heights:

of men, 103
of people, 268, 270
of students, 33–34
of women, 135–136

Hematocrit in males and
females, 242

HIV testing, 22, 364, 370
HIV transmission to

children, 398–399, 400
Hunger rating, 303–5
Hyperactivity and sugar, 23

Immunotherapy, 240
Infant mortality, 30
Insect larvae, food choice by,

5–6, 392
Interspike times in nerve

cells, 122
Iron supplements, 452, 453
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Knee replacement, 147–48

Lamb birthweights, 172,
173–74

La Graciosa thistle, 19
Leaf area, 221–22
Left–handedness, 345–46,

347
Length and weight of

snakes, 482, 485, 508,
512, 513

Lengths of fish, 20, 127–28,
130–31

Lentil growth, 138–39, 140
Lightning and deafness, 7
Litter size of sows, 30–31
Lung cancer, 77

and smoking, 310, 401, 402,
403–4, 405, 406, 407

Mammary artery ligation,
10–11

Mao and schizophrenia, 4,
174–75

Marijuana and intelligence,
190

Marijuana and the pituitary,
239

Marriage and health, 9
Mass, 106
Measurement error, 123
Medical testing, 92, 93, 280
Medications, 103
Microfossils, 36
Migraine headache, 363–64,

365, 366, 367, 368, 369,
396–97

Moisture content, 133
Monoamine oxidase (MAO)

and
schizophrenia, 4, 174–75

MOPEG and alcohol, 75–76
Music and marigolds,

237–38, 256–57
Mutant cats, 108, 111

Nerve cells:
density, 322–23
interspike times in, 121
sizes of, 20

Neck pain and school bags,
29

Niacin supplementation,
251, 252–53, 254–55

Nitric oxide, 91–92
Nitrite metabolism, 21

Oat plants, 76
Ocean temperature, 492–93
Oysters and seagrass,

465–67, 469, 471

Pargyline and sucrose
consumption, 242–43

Physiotherapy, 394
Plant height and disease

resistance, 375–76, 377
Platelet calcium and blood

pressure 486–87, 488,
514–15, 534–35

Plover nesting, 385–86,
387–88

Poinsettias, color of, 28,
31–32

Pollination of flowers, 393
Postpartum weight loss,

270–71
Pregnancy, smoking during,

342
Pulse, 46, 49

after exercise, 66

Race and brain size, 245 
Radish growth, 48, 55

in light, 49
Rat blood pressure, 147
Reaction time, 160, 161–62
Reproduction of alga,

488–89

Sampling fruitflies, 85,
87–88, 91, 112

Sand crabs, 19–20
Schizophrenia and MAO, 4,

174–75
School bags and neck pain,

29
Seagrass and oysters,

465–67, 469, 471
Seastars, 560–61
Sediment yield, 197
Seeds per fruit, 183–84, 185
Serum ALT, 38
Serum cholesterol, 121, 133,

150–51
and blood pressure, 536
measuring, 328
and serum glucose, 520

Serum CK, 32–33, 35
Serum LD, 261, 262–63, 264
Serum triglycerides and

exercise, 311
Sexes of children, 116–18
Sexual orientation, 8
Skin grafts, 315–16, 324–25
Smoking:

and birthweight, 246–47
and lung cancer, 310, 401,

402, 403–4, 405, 406, 407
during pregnancy, 342

Snakes, length and weight
of, 482, 485, 508, 512,
513

Soda, contaminated, 336,
337, 338, 339–40

Soil respiration, 282–83,
284–85

Soil samples, 561
Sows, litter size of, 30–31
Soybean growth, 449, 450,

454, 458, 459, 461,
524–25

Squirrels, 306–7
Sucrose in beet roots, 21
Sugar and hyperactivity, 23
Sweet corn, 414–15, 434–35,

436

Tamoxifen, 557
Temperature, 105
THC and chemotherapy, 320
Therapeutic touch, 558–60
Thistle, La Graciosa, 19
Thorax weight, butterfly,

208–10
Tissue inflammation, 274–75
Toads, 454–55
Tobacco leaves, 78
Tobacco use prevention, 562
Toluene and the brain,

223–24, 225, 226, 227,
531–34

Tonsillectomy, 202–3
Toxicity in dogs, 9
Treatment of acne, 329
Tree diameters, 101
Twins, 561

Ulcerative colitis, treatment
of, 21–22

Ultrasound, 247–48

Vaccinations, 561
Vaccine for anthrax, 2
Virus growth, 311, 317
Vital capacity, 200, 202, 203

Forced (FVC), 456–57, 459

Watersheld contamination,
53

Weight, 69 
Weight gain of lambs, 40,

41–42, 419–420, 421,
422, 423, 425–426, 428,
430, 434

Weight of seeds, 38, 152, 154,
155, 156

Whale Selenium, 56
Whale swimming speed,

555–56

Yield of tomatoes, 264, 265
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Critical Values of Student’s t Distribution

UPPER TAIL PROBABILITY
df 0.20 0.10 0.05 0.04 0.03 0.025 0.02 0.01 0.005 0.0005

1 1.376 3.078 6.314 7.916 10.579 12.706 15.895 31.821 63.657 636.619
2 1.061 1.886 2.920 3.320 3.896 4.303 4.849 6.965 9.925 31.599
3 0.978 1.638 2.353 2.605 2.951 3.182 3.482 4.541 5.841 12.924
4 0.941 1.533 2.132 2.333 2.601 2.776 2.999 3.747 4.604 8.610
5 0.920 1.476 2.015 2.191 2.422 2.571 2.757 3.365 4.032 6.869
6 0.906 1.440 1.943 2.104 2.313 2.447 2.612 3.143 3.707 5.959
7 0.896 1.415 1.895 2.046 2.241 2.365 2.517 2.998 3.499 5.408
8 0.889 1.397 1.860 2.004 2.189 2.306 2.449 2.896 3.355 5.041
9 0.883 1.383 1.833 1.973 2.150 2.262 2.398 2.821 3.250 4.781

10 0.879 1.372 1.812 1.948 2.120 2.228 2.359 2.764 3.169 4.587
11 0.876 1.363 1.796 1.928 2.096 2.201 2.328 2.718 3.106 4.437
12 0.873 1.356 1.782 1.912 2.076 2.179 2.303 2.681 3.055 4.318
13 0.870 1.350 1.771 1.899 2.060 2.160 2.282 2.650 3.012 4.221
14 0.868 1.345 1.761 1.888 2.046 2.145 2.264 2.624 2.977 4.140
15 0.866 1.341 1.753 1.878 2.034 2.131 2.249 2.602 2.947 4.073
16 0.865 1.337 1.746 1.869 2.024 2.120 2.235 2.583 2.921 4.015
17 0.863 1.333 1.740 1.862 2.015 2.110 2.224 2.567 2.898 3.965
18 0.862 1.330 1.734 1.855 2.007 2.101 2.214 2.552 2.878 3.922
19 0.861 1.328 1.729 1.850 2.000 2.093 2.205 2.539 2.861 3.883
20 0.860 1.325 1.725 1.844 1.994 2.086 2.197 2.528 2.845 3.850
21 0.859 1.323 1.721 1.840 1.988 2.080 2.189 2.518 2.831 3.819
22 0.858 1.321 1.717 1.835 1.983 2.074 2.183 2.508 2.819 3.792
23 0.858 1.319 1.714 1.832 1.978 2.069 2.177 2.500 2.807 3.768
24 0.857 1.318 1.711 1.828 1.974 2.064 2.172 2.492 2.797 3.745
25 0.856 1.316 1.708 1.825 1.970 2.060 2.167 2.485 2.787 3.725
26 0.856 1.315 1.706 1.822 1.967 2.056 2.162 2.479 2.779 3.707
27 0.855 1.314 1.703 1.819 1.963 2.052 2.158 2.473 2.771 3.690
28 0.855 1.313 1.701 1.817 1.960 2.048 2.154 2.467 2.763 3.674
29 0.854 1.311 1.699 1.814 1.957 2.045 2.150 2.462 2.756 3.659
30 0.854 1.310 1.697 1.812 1.955 2.042 2.147 2.457 2.750 3.646
40 0.851 1.303 1.684 1.796 1.936 2.021 2.123 2.423 2.704 3.551
50 0.849 1.299 1.676 1.787 1.924 2.009 2.109 2.403 2.678 3.496
60 0.848 1.296 1.671 1.781 1.917 2.000 2.099 2.390 2.660 3.460
70 0.847 1.294 1.667 1.776 1.912 1.994 2.093 2.381 2.648 3.435
80 0.846 1.292 1.664 1.773 1.908 1.990 2.088 2.374 2.639 3.416
100 0.845 1.290 1.660 1.769 1.902 1.984 2.081 2.364 2.626 3.390
140 0.844 1.288 1.656 1.763 1.896 1.977 2.073 2.353 2.611 3.361
1000 0.842 1.282 1.646 1.752 1.883 1.962 2.056 2.330 2.581 3.300
∞ 0.842 1.282 1.645 1.751 1.881 1.960 2.054 2.326 2.576 3.291

60% 80% 90% 92% 94% 95% 96% 98% 99% 99.9%
CRITICAL VALUE FOR CONFIDENCE LEVEL 
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